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对比学习、多模态生成式模型（语言生成）
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IMAGEBIND     IMAGEBIND  |       华西        |       MMCoT      |      LLaVAIMAGEBIND

IMAGEBIND: One 
Embedding Space To Bind 
Them 

2023,5,9
All Rohit Girdhar∗     Alaaeldin El-Nouby∗ 
Zhuang Liu   Mannat Singh    Kalyan Vasudev Alwala 
Armand Joulin     Ishan Misra∗ 

FAIR, Meta AI 
https://facebookresearch.github.io/ImageBind
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• The ‘binding’ property of images offers many sources of supervision to learn visual features

!! the absence of large quantities of multimodal data where all modalities 
are present together !!

• IMAGEBIND: multiple types of image-paired data ==> a single shared representation space

an emergent alignment across all of the modalities
IMAGEBIND’s emergent zero-shot classification matches or outperforms specialist models trained with direct 
audio-text supervision on benchmarks

Images bind all     IMAGEBIND  |       华西        |       MMCoT      |      LLaVAIMAGEBIND
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Method     IMAGEBIND  |       华西        |       MMCoT      |      LLaVAIMAGEBIND

an emergent behavior in the embedding space that aligns two pairs of modalities 
(��, ��)  (only train using the pairs (I, ��) and (�, ��))
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Architecture:

images(videos), text encoder:  pretrained OpenCLIP

audio, depth, thermal, IMU:  “2D images”, ViT

32GB V100 or 40GB A100

✖ ️50

Training details     IMAGEBIND  |       华西        |       MMCoT      |      LLaVAIMAGEBIND

Training dataset:

videos&audio        Audioset     2M

images&depth      SUN         ～5K

images&thermal   LLVIP       12025，3463

videos&IMU          Ego4D       510142，68865
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Experiments     IMAGEBIND  |       华西        |       MMCoT      |      LLaVAIMAGEBIND

IMAGEBIND’s joint embedding space enables novel multimodal capabilities
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Emergent zero-shot classification and retreival

Emergent zero-shot     IMAGEBIND  |       华西        |       MMCoT      |      LLaVAIMAGEBIND
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Embedding space arithmetic: image retrievals 
obtained by adding together image and audio 
embeddings.

a pretrained text-based detection model, Detic, and 
simply replace its CLIP-based ‘class’ (text) embeddings 
with IMAGEBIND’s audio embeddings

a pretrained DALLE-2 diffusion model (private 
reimplementation) and replace its prompt embeddings 
by audio embeddings

Embedding space     IMAGEBIND  |       华西        |       MMCoT      |      LLaVAIMAGEBIND

Without training
haven't seen (audio, text) pairs
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Scaling the Image Encoder

Discussion     IMAGEBIND  |       华西        |       MMCoT      |      LLaVAIMAGEBIND

• No improvement in the ability to extract 

visual features;

• Excessive reliance on the ability of image 

encoders;

• Imbalances between different modalities, 

the dataset sizes vary greatly

• How to further train 

    and enhance the 

    representation 

    ability with other 

    modalities in pairs
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Prompt learning     IMAGEBIND  |       华西        |       MMCoT      |      LLaVA华西

Well-designed medical prompts are the key to elicit knowledge from pre-trained VLMs

Can pre-trained VLMs learned from a large number of natural text-image pairs help with the 
understanding of medical images?

ICLR 2023
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With the help of well-designed text prompts, the model can be equipped with high-level semantics 
describing the characteristic of target objects instead of only providing object names.

expressive attributes that are shared between domains: Color, Shape, Location

Overall goal: 
Transfer pre-trained VLMs  to the medical field, and use them for downstream object detection.

medical prompts-attribute injection     IMAGEBIND  |       华西        |       MMCoT      |      LLaVA华西

domain gap between medical images and natural images
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GLIP     IMAGEBIND  |       华西        |       MMCoT      |      LLaVA华西
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• manually designing an effective prompt requires expert-level knowledge and a lot of effort; 
• in the current vision-language models, the prompts are normally fixed for all samples during 

inference, i.e., not image-specific, which is not ideal for grounding novel objects that may have 
varying appearances.

generate knowledge-rich and image-specific prompts

【PubMedBERT】Masked Language Model 
Driven Auto-Prompt Generation
‘The [Attr] of an [Object] is [MASK]’
top-k predicted words for the [MASK] token

【OFA】Image Specific Auto-Prompt Generation
”What color is this wound?”.

hybrid prompts

Prompt generation     IMAGEBIND  |       华西        |       MMCoT      |      LLaVA华西
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Experiments     IMAGEBIND  |       华西        |       MMCoT      |      LLaVA华西

1. Transfer performance surpassing supervised methods
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our approaches can 

empower the pre-

trained VLM with 

remarkable zero-shot 

capability in the 

medical domain.

    IMAGEBIND  |       华西        |       MMCoT      |      LLaVA华西

2. Superior zero-shot transfer performance compared to the baseline

Experiments
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3. The effectiveness of attribution injection and auto-prompts

    IMAGEBIND  |       华西        |       MMCoT      |      LLaVA华西

the overall performance increases as more attributes are integrated into the prompts

Experiments
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MMCoT     IMAGEBIND  |       华西        |       MMCoT      |      LLaVAMMCoT

2023,2,17
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• Large language models (LLMs) have shown impressive performance on complex reasoning by 

leveraging chain-of-thought (CoT) prompting to generate intermediate reasoning chains as the 

rationale to infer the answer.

Why is chain-of-thought reasoning useful?

locality[1]

  P (C|A)       intermediate variable B        (B,C) and (B,A) are often seen
• Direct prediction of conditional probabilities is inaccurate for some inferences because the relevant 

variables are rarely seen together in training. Chain-of-thought reasoning improves estimation 

because it can chain together local statistical dependencies that are frequently observed in training.

CoT     IMAGEBIND  |       华西        |       MMCoT      |      LLaVAMMCoT

[1] Prystawski, B.; Goodman, N. D. Why Think Step-by-Step? Reasoning Emerges from the Locality of Experience. arXiv April 7, 2023. http://arxiv.org/abs/2304.03843 .
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ScienceQA dataset [2]     IMAGEBIND  |       华西        |       MMCoT      |      LLaVAMMCoT

[2] Lu, P.; Mishra, S.; Xia, T.; Qiu, L.; Chang, K.-W.; Zhu, S.-C.; Tafjord, O.; Clark, P.; Kalyan, A. Learn to Explain: Multimodal Reasoning via Thought Chains for 
Science Question Answering. 20
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• The first to study CoT reasoning in different modalities

• Two ways to elicit Multimodal-CoT reasoning:

prompting LLMs 

fine-tuning small models

CoT => MMCoT     IMAGEBIND  |       华西        |       MMCoT      |      LLaVAMMCoT

将图像转化成文字(caption)，和问题一起输给大模型，大量的信息损
失，缺少不同模态在某一共同表示空间的相互作用

利用到不同模态之间的相互作用，问题是参数量太小的模型会产生错误的
推理过程 (The key challenge is that language models under 100 billion 
parameters tend to generate hallucinated rationales that mislead the 
answer inference (Ho et al., 2022; Magister et al.,2022; Ji et al., 2022).

The question text (Q), the context text (C), and 
multiple options (M) as the input; the rationale 
text(R), and answer(A) as the output

The rationales might not necessarily contribute 
to predicting the right answer
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Two stages     IMAGEBIND  |       华西        |       MMCoT      |      LLaVAMMCoT

separate the CoT problem into two stages: rationale generation and answer inference 
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Hallucinated Rationales     IMAGEBIND  |       华西        |       MMCoT      |      LLaVAMMCoT

Q: question,   C: context,   M: multiple options,   R:  rationale,   A: answer

Multimodality (Vision Features) Contributes to Effective Rationales

How the rationales affect the answer prediction?

Hallucinated

factual

non-factual
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backbone language model: UnifiedQA (T5)

We speculate that such a phenomenon of hallucination is due to a lack of necessary vision contexts for 
performing effective Multimodal-CoT.

1. DETR model (Carion et al., 2020) to extract vision features
2. fuse the vision features with the encoded language representations
3. feed to the decoder

model size

223M

738M

Model     IMAGEBIND  |       华西        |       MMCoT      |      LLaVAMMCoT

(concat)

4 NVIDIA Tesla V100 32G GPUs
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1. encoding

2.  interaction

3.  decoding is fed into the Transformer decoder to predict the target Y

Model     IMAGEBIND  |       华西        |       MMCoT      |      LLaVAMMCoT
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MMCoT     IMAGEBIND  |       华西        |       MMCoT      |      LLaVAMMCoT

Mutimodal-

CoTLarge 

outperforms 

GPT-3.5 by 

16.51% 

(75.17%→91.6

8%) and 

surpasses 

human 

performance

26

ga
ox

in4
92



Discussion     IMAGEBIND  |       华西        |       MMCoT      |      LLaVAMMCoT

Two stages?

Vision encoder?

VT-R ==> VTR-A       VS       VT-RA

• injecting commonsense knowledge; 
• incorporating more informative vision features and improving language-vision interaction to be 

capable of understanding maps and counting numbers; 
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LLaVA: Large Language and Vision Assistant

LLaVA     IMAGEBIND  |       华西        |       MMCoT      |      LLaVALLaVA

In this paper, we present the first attempt to use language-only GPT-4 to generate multimodal 
language-image instruction-following data.

2023,4,17
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Instruction tuning [3]     IMAGEBIND  |       华西        |       MMCoT      |      LLaVALLaVA

Instruction tuning large language models (LLMs) using machine-generated instruction-following data 
has improved zero-shot capabilities on new tasks

instruction-following ability

In the natural language processing (NLP) community, to enable LLMs such as GPT-3, T5, PaLM, and OPT to 
follow natural language instructions and complete real-world tasks, researchers have explored methods for LLM 
instruction-tuning, leading to instruction-tuned counterparts such as InstructGPT/ChatGPT, FLAN-T5, FLANPaLM, 
and OPT-IML, respectively.

[3] Wei J, Bosma M, Zhao V Y, et al. Finetuned language models are zero-shot learners[J]. arXiv preprint arXiv:2109.01652, 2021.
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We leave exploring possibly more effective and sophisticated architecture designs for LLaVA 
as future work.

Architecture     IMAGEBIND  |       华西        |       MMCoT      |      LLaVALLaVA
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158K unique language-image samples
23K in detailed description
58K in conversations
77k in complex reasoning

Multimodal instruction-following data     IMAGEBIND  |       华西        |       MMCoT      |      LLaVALLaVA

caption+bounding box => GPT4/3.5
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    IMAGEBIND  |       华西        |       MMCoT      |      LLaVALLaVAMultimodal instruction-following data

To get a rich and comprehensive description for an image, 
ask GPT-4 to use the original image captions to generate the detailed description

• brief description question + image caption
• detailed description question + GPT-refined 

image caption
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    IMAGEBIND  |       华西        |       MMCoT      |      LLaVALLaVAPrompts

in-context learning
seed examples

1. 假装你是一个AI视觉助手，正在

看一张图片。caption和bounding 
box描述了这张图片的信息，但不

能透露你看过caption和bounding 
box
2. 设计一段你和一个人关于这张图

像的对话

3. 包含针对视觉内容的问题，如物

体种类、物体数量、物体动作、物

体位置、物体之间的相对位置等等。

只设计有明确答案的问题

4. 包含与图片内容相关的复杂问题，

例如物体的背景知识，对发生事件

的讨论等等。
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LLaVA     IMAGEBIND  |       华西        |       MMCoT      |      LLaVALLaVA

description  =>  a single-turn conversation

• Only green sequence/tokens are 
used to compute the loss in the 
auto-regressive model.

• X system-message = A chat 
between a curious human and an 
artificial intelligence assistant. The 
assistant gives helpful, detailed, 
and polite answers to the human’s 
questions. 

•  <STOP> = ###. 
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Stage 1 Pre-training for Feature Alignment: image + brief description question => image caption
Stage 2 Fine-tuning End-to-End: image + instruct_question => instruct_answer

Multimodal Chatbot.
Science QA：question & context as instruct_question, and reasoning & answer as instruct_answer

Training strategy     IMAGEBIND  |       华西        |       MMCoT      |      LLaVALLaVA
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Chatbot & ScienceQA     IMAGEBIND  |       华西        |       MMCoT      |      LLaVALLaVA

Adding a small amount of the detailed description and 
complex reasoning questions => model’s capability

Case study

Results on ScienceQA
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Conclusion
Architecture:
Multimodality embed
Modality interaction

Techniques:
• contrastive learning
• prompt learning
• chain of thought
• instruct-tuning

Pretrained models

Generative models
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